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Abstract

The creation of a digital representation of the Earth and its associated data is a complex and difficult task. The
incredible size of geospatial data and differences between data sets pose challenges related to big data, data creation,
and data integration. Advances in globe representation and visualization have made use of Discrete Global Grid
Systems (DGGSs) that discretize the globe into a set of cells to which data are assigned. DGGSs are well studied
and important in the GIS, OGC, and Digital Earth communities but have not been well-introduced to the computer
graphics community. In this paper, we provide an overview of DGGSs and their use in digitally representing the
Earth, describe several current Digital Earth systems and their methods of Earth representation, and list a number of
applications of Digital Earths with related works. Moreover, we discuss the key research areas and related papers
from computer graphics that are useful for a Digital Earth system, such as advanced techniques for geospatial data
creation and representation.

1. Introduction

Over the past three decades, the field of computer
graphics has experienced significant research and tech-
nical advancements, which have revolutionized applica-
tion areas such as the film and video game industries.
Inspired by this success, Thomas Funkhouser, in his vi-
sionary talk at the SIGGRAPH 2014 achievement award
session, encouraged computer graphics experts to ex-
pand the scope of this field to new real-life application
areas [1]. We focus on one such application, the Digi-
tal Earth, which is a disruptive approach to the methods
of geospatial analysis and visualization currently em-
ployed within the field of GIS that uses a virtual (3D)
representation of the globe as a reference model for
geospatial data.

The Earth is immense, and data about the Earth is
similarly immense. The field of GIS exists to gather,
integrate, process, visualize and distribute this data, tra-
ditionally performed by individual GIS experts. Several
petabytes of geospatial data occupy GIS servers around
the world, and more continues to be generated every
day.

Geospatial data is typically found in one of three
forms: raster data (e.g. satellite imagery), feature data
(e.g. road networks and nation boundaries, usually rep-
resented as vector data), and 3D geometry. The reso-
lution and size of these data are usually quite high, de-
pending on the data capture technologies used, and are

constantly growing as such technologies improve.

One of the main challenges faced by GIS experts
is that of data integration. These geospatial data are
gathered and processed by disparate organizations and
stored in various file formats at different resolutions.
The traditional model of GIS, in which GIS experts
clean, process, integrate, and distribute the data, is un-
sustainable in the face of the ever increasing flow of
data.

Furthermore, even after the data are integrated, their
traditional representation as layers of 2D maps presents
difficulties in analyzing and understanding these data.
While cartography is an old and studied field, human in-
tuitions on distance and area break down in the face of
areal distortions inherent in any projection of the Earth
to a 2D cartographic map, especially for non-experts.
Such maps offer a flat view of the 3D globe and do
not take advantage of the possibilities for the interactive
3D exploration of the Earth that may be easily accom-
plished with modern graphics applications.

Moving to a 3D representation of the Earth for in-
tegration, analysis, and visualization can help address
these issues, despite the fact that the non-Euclidean na-
ture of the Earth’s spherical surface presents its own
challenges. One such representation that has emerged
to facilitate solutions to data integration and analysis
is that of the Digital Earth (aka the Digital or Virtual
Globe). In a Digital Earth system, data are assigned to
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Figure 1: The Earth can be discretized into cells using, e.g., (a) lat-
itude/longitude parametrization; Image taken from Google Earth [5],
(b) Voronoi cells; Image taken from [3], or (c) a refined polyhedron
projected to the sphere; Image taken from PYXIS Innovation Inc.
framework [6].

locations on the 3D Earth (typically approximated us-
ing either a sphere or, for more accuracy, an ellipsoid)
through one of a variety of techniques.

In most cases, data are assigned to the cells of an
underlying discretization of the Earth (see Figure 1).
Each cell represents a particular region and receives a
unique index (or address), which can be used for fast
data access and/or hierarchical or adjacency queries.
While alternatives to discretization are possible, grap-
pling with the non-Euclidean geometry of the Earth’s
surface is a non-trivial task. Examples of discretization
approaches include Voronoi cells or latitude/longitude
grids [2, 3, 4].

One of the advantages of latitude/longitude cells over
Voronoi cells is that the cells are mostly regular (i.e.
they have a grid-like structure), simplifying adjacency
and hierarchical queries substantially. Discretizations
of the Earth into a multiresolution hierarchy of indexed
(mostly) regular cells are known as Discrete Global Grid
Systems (DGGSs) and form the backbone of the state-
of-the-art in Digital Earth systems. To further sim-
plify such queries, most DGGSs aim for uniform, equal-
area cells and are typically constructed via an initial
discretization into planar cells that are then refined by
some refinement method and projected onto the spheri-
cal Earth.

DGGSs may be characterized according to the shapes
of the cells and their initial structure, the refinements
applied to these cells, the projection method that maps
points on a planar map to and from the spherical Earth,
and the indexing method used to refer to these cells. We
present in this paper a survey of DGGSs as character-
ized by these factors, in addition to a brief overview of
the state-of-the-art Digital Earth software currently in
use and applications of globe representation and visual-
ization, for use by both the computer graphics and GIS
communities.

The survey is organized as follows. In Section 2, we
review the data types typically encountered in a Dig-

ital Earth setting, alongside relevant research and sur-
vey papers that deal with using, managing, and creating
such data sets. The various types of DGGSs and their
components are discussed in Section 3, followed by an
overview of existing and well-known Digital Earth sys-
tems and each’s underlying globe representation in Sec-
tion 4. Finally, we mention some of the important ap-
plications of the Digital Earth in the modern age in Sec-
tion 5 and conclude in Section 6.

2. Data Types

Various types of geospatial data sets are visualized,
analyzed, and combined on a Digital Earth. Although
these data sets generally fall into a small number of type
categories, there exist a plethora of file formats used to
describe and store them (see [7]), data acquisition tech-
niques used to generate them, and organizations that
collect and catalog them. Each category of data type is
a field of research unto itself and each has been studied
in several works within the literature.

One of the main challenges that all Digital Earth sys-
tems face is the sheer immensity of the amount of data
available. These data sets, which are not small in gen-
eral, are captured over time and regularly kept for pos-
terity. Petabytes worth of geospatial data already exist,
and this amount grows every day at an increasing rate
due to improving fidelity in data capture technologies.
Appropriate methods (e.g. multiresolution representa-
tions) are needed to handle such large volumes of data
and are well-studied topics for each data type.

In the following section, we present a glimpse of
the important related works that study these data sets
and their applications more comprehensively. We give
partial focus to fundamentals such as multiresolution
representations and visualization rather than data pro-
cessing and analysis, which are generally application-
dependent.

2.1. Imagery Data Sets

Geospatial imagery data sets, typically categorized
into aerial or satellite photographs, are very useful for
the visualization and analysis of locations. They are of-
ten used as textures for the cells of the discretized Earth
at multiple resolutions, but can also be used for analysis
or to provide interesting views of the Earth (e.g. spheri-
cal panoramic views).

Aerial photographs are photographs taken from air-
craft such as helicopters, balloons, etc that do not have
a fixed support on the Earth, while satellite photographs
are taken by satellites. Aerial images generally benefit
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from higher resolution and image quality in comparison
to satellite images, but are subject to air traffic and other
restrictions, while satellites are operational throughout
the year and can frequently re-visit locations for time-
lapse captures [8].

On the Digital Earth, multiple images of a single re-
gion can exist from different times, at different scales,
under different projections, with different spatial ex-
tents and orientations, and with different viewpoints and
lighting; and providing a meaningful connection be-
tween these images has become an important subject
of research [9] (see Figure 2 (a) and (b)). One pow-
erful tool for image representation at multiple scales is
the mip-map — a pyramidal structure consisting of pro-
gressively lower resolution versions of a given image
[10] — which has been used in [11] to establish a con-
tinuous transition between correlated images at different
resolutions. The work of [12] proposes a smooth tran-
sition for large scale changes in multiresolution images
by blurring the boundary of the high and low resolu-
tion images, while in [13], a GPU-centric approach is
presented that allows raster data with overlaps and dif-
ferences in resolution to be combined on the fly.

Assignment of data to the cells of a DGGS is most
commonly performed via rasterization [14], where each
cell of the DGGS is treated as a pixel-like entity and
can be assigned attributes such as color or height. In the
general case, where the area represented by a pixel in an
image does not exactly match that of an area represented
by a DGGS cell, the pixel’s color can be assigned to the
DGGS cell whose area provides the closest match.

Figure 2: (a), (b) A region of the Earth is captured in two images at
different scales. (c) A spherical panoramic view from Google Earth.
Images taken from Google Earth [5].

2.2. Elevation Data Sets

Data sets that describe terrain on the surface of the
Earth generally come in one of two forms. Digital El-
evation Models (DEMs), also known as Digital Ter-
rain Models (DTMs) or height maps, are regular grids
of terrain elevation values (Figure 3 (a)), whereas Tri-
angulated Irregular Networks (TINs) are sets of trian-
gular faces with arbitrary connectivity (i.e. polygonal
meshes) with elevation values stored in the triangle ver-
tices as coordinates (Figure 3 (b)).

The most common form of elevation data, DEMs, are
raster data sets and can be processed using image pro-
cessing techniques and assigned to the cells of a DGGS
in much the same way as imagery data (i.e. by assigning
a height attribute to each cell). Conversions from TINs
to DEMs are possible and can be used to represent TIN
data on a DGGS.

The acquisition of elevation data can be accom-
plished using several techniques. Ground surveying,
though expensive and time consuming, is very accurate.
It determines the 3D locations of points on the Earth
via measuring the angles and distances from that point
to known reference locations. Laser scanning using LI-
DAR technology on a low altitude aircraft [15] can be
used to obtain points clouds of the 3D terrain. Pho-
togrammetry — the process of deriving measurements
from imagery data [16] — provides another option.

In addition to real elevation data sets, terrain models
can also be synthesized through interactive techniques
[17, 18, 19] or by adding details using fractals, Perlin
noise, or wavelets [20, 21, 22]. These synthetic eleva-
tion data sets are usually used for games, simulations, or
aesthetic design and have limited use in real geospatial
data analysis.

The modeling, rendering, compression, and multires-
olution representation of such models are very well
studied, and survey papers exist that discuss these sub-
jects for terrains in detail [23, 24, 25, 26, 27]. As dis-
cussed in [28, ch. 3], visualization approaches include
creating a triangle mesh, displacement mapping, and ray
tracing.

(a) (b) (c)

Figure 3: (a) Arbitrary connectivity in a TIN. (b) Regular (grid) con-
nectivity in a DEM. (c) Elevation data sets represented on a Digital
Earth. Image taken from [29].

2.3. Vector Data Sets

Vector data sets are very important within a Digital
Earth system. These data sets — points, polylines, or
polygons on the Earth — are comprised of points con-
nected by spherical or ellipsoidal arcs and can represent
region boundaries (e.g. nation or city boundaries) or
geospatial networks and features (e.g. road and river
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Figure 4: Vector data sets as visualized in (a) Google Earth [5] and (b)
PYXIS WorldView [6].

networks or residential house outlines). Figure 4 illus-
trates some vector features.

In order to store vector data in a DGGS, either ras-
terization or a bucket-based approach can prove useful
[14]. Under the rasterization approach, the vector can
be represented as an ordered set of cells, where each
cell corresponds to and contains one of the vector’s ver-
tices/points. Treating the cells of the DGGS as buckets
allows data storage techniques similar to those used by
quadtrees to be employed.

As with elevation data sets, generation of vector data
can be accomplished with ground surveying, LIDAR,
and photogrammetry [30]. Features in LIDAR data sets
can be detected using automatic or semiautomatic tech-
niques and vectorized [31, 32, 33, 34], and can be com-
bined with imagery data to enhance the quality of the
obtained features [35]. Imagery data alone has been
used extensively with photogrammetric techniques to
extract building and road contours [36, 37, 38, 39], for
which computer graphics techniques such as snakes and
edge detection can be quite useful [40, 41].

Additionally, techniques and methods exist to synthe-
size and edit vector data sets. Sketch-based systems [42,
43, 44, 45] and procedural modeling [46, 47, 48, 49] are
common approaches. The work of [50], in particular,
discusses applications of procedural modeling to gener-
ating a variety of data sets for a virtual world.

As a core form of geospatial data, much study has
gone into the visualization of vector data on terrains
[51, 52, 53] and they may be found on many Digi-
tal Earths [54, 55, 5, 6]. Example visualizations from
Google Earth and PYXIS WorldView are shown in Fig-
ure 4.

The work of [55] categorizes the various approaches
to visualization into three main groups (see Figure 5).
Texture-based approaches rasterize the vector data into
textures that are then mapped onto the terrain surface
[56]. Geometry-based approaches (often used for the si-
multaneous representation of digital elevation data and
vector data [52, 57, 58, 59, 60]) allow the geometry of
the vector data to exist separately from the geometry
of the terrain, albeit modified for consistency with the
terrain shape [61]. Shadow volume-based approaches,

such as that described in [51], extrude the vector ge-
ometry into polyhedrons that are then rendered into the
stencil buffer to distinguish between visible and invisi-
ble parts of the scene.

Figure 5: (a) Texture-based; Image taken from [56], (b) Geometry-
based; Image taken from [52] and (c) Shadow volume-based vector
representations; Image taken from [51].

2.4. 3D Geometric Data Sets

The current trend of Digital Earth systems shows that
their visualization aspects (and perhaps analysis and
processing in the near future) can be improved via the
inclusion of another type of data: 3D geometric data
sets [62, 63] that model objects such as houses, office
towers, bridges, cars, or trees. Such 3D models may
be created using interactive modeling techniques or by
the use of automatic methods, which can generate mod-
els based on large sets of images or LIDAR point cloud
data [64, 65, 62]. Various methods and techniques for
the construction of 3D geometric models from available
point cloud or image data may be found in [66].

Aside from Google Earth, which incorporates 3D
models into its framework (see Figure 6), few Digital
Earths make use of 3D geometric data sets.

Figure 6: (a) The Eiffel tower in Paris. (b) The Vincent Thomas
Bridge in Los Angeles. Images taken from Google Earth [5].

2.5. Statistical and Other Data Sets

The data sets mentioned above — elevation, imagery,
vectors, and 3D models — represent physical locations
on the Earth and are very important for a Digital Earth
system. Additional, and equally important, data come in
the form of quantitative data sets (represented in numer-
ical or string format) that describe aspects of locations
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besides their physical properties. Environmental data,
biological data, population count, average family or in-
dividual income, and a particular location’s name are
just some of the data that may be assigned as attributes
of a spatial data set.

Often these data are statistical in nature and are gath-
ered by randomly sampling regions of interest through
various means, such as sensors, surveys, observations,
and reporting [67, 68]. Therefore, sampling the Earth
efficiently via an appropriate choice for cell shape (see
Section 3.1) is important, and different methods for de-
signing such samplings have been suggested [69, 70].
In the next section, we discuss the processes by which
DGGS cells are created, for which sampling efficiency
is just one of many considerations.

3. Discrete Global Grid Systems

A Digital Earth system provides a multiresolution
representation of the Earth as a spatial reference model
with the ability to embed, visualize, retrieve, and ana-
lyze data at different levels of detail [71]. Underlying
the majority of these systems is a structure known as a
Discrete Global Grid System (DGGS) — proposed in
[71, 72] — that partitions the Earth into a hierarchy of
mostly regular cells.

The traditional approach to discretizing the Earth is to
use the latitude/longitude coordinate system on a sphere
[72]. Here, the 2D domain (or planar map of the Earth)
is partitioned into a grid of cells by taking incremental
steps along the latitudes and longitudes. These planar
cells may be further divided/refined for increased res-
olution and mapped to the sphere via the well-known
spherical coordinate equations noted in Section 3.4. The
resulting spherical cells are mostly regular and quadri-
lateral in shape, with singularities and triangular cells
appearing at the poles and the size of the cells varying
over different latitudes (see Figure 7).

(a) (b)

Figure 7: (a) The Earth discretized into quadrilateral cells using
lat/long coordinates. (b) Cells close to the pole are triangular.

This approach can be generalized and used to ob-
tain (mostly regular, or semiregular) cells with more
uniform shape and size. Beginning with an initial dis-
cretization of the Earth into planar cells (often by con-
sidering the planar faces of an approximating polyhe-
dron), the initial cells may then be refined to an arbi-
trary resolution and mapped from planar cells to spher-
ical cells via some projection method (see Figure 8).
Given a regular refinement, a multiresolution hierarchy
between cells (in which each cell has a coarser resolu-
tion parent and a number of finer resolution children)
with a semiregular cell structure can be systematically
defined.

Figure 8: Illustration of the generalized approach to Earth discretiza-
tion. An initial discretization (here provided by an approximating
icosahedron) is refined and projected to the Earth in order to form
spherical cells.

Once the cells of a DGGS are created, data can be
assigned to them. For this purpose, a mechanism for re-
ferring to individual cells is required. Indexing methods
on the cells support data assignment and retrieval and
the handling of essential queries.

This generalized approach allows different DGGSs to
be distinguished from each other in terms of the follow-
ing elements: the initial discretization and cell shape,
the cell refinement method, the projection method, and
the employed indexing method. Here, we describe
many of the different possibilities for each of these ele-
ments of a DGGS, plus topics concerning the rendering
of a DGGS towards the end of the section.

3.1. Cell Shape

The core of any DGGS is its cell structure. Each cell
can be considered to be a (spherical) polygon on the sur-
face of the Earth, for which several different cell shapes
— triangles, quads, or hexagons — can be used. Each
cell shape has its own advantages and disadvantages that
impact the ease with which operations may be applied
to the geospatial data.

As they work well together with Cartesian coordi-
nates and lat/long discretizations, quadrilateral cells are
fairly easy to use. DGGSs and spherical representa-
tions that have employed them include the works of
[73, 74, 75, 76, 28, 77].
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Triangular cells are also simple to use, in addition to
being efficient to render and compatible with the faces
of polyhedrons such as the icosahedron, dodecahedron,
or tetrahedron that are often used to approximate the
Earth (see Section 3.2). For example, triangular cells
are used by Dutton [78] with the octahedron and Lee
and Samet [79] with the icosahedron.

As discussed by Sahr [80], hexagonal cells are prefer-
able in some applications due to uniform adjacency
[81], regularity, and efficiency in sampling [82, 83], de-
spite greater challenges in refinement and indexing. As
a result, hexagons are widely employed in representa-
tions of the Earth [14, 6, 84, 85, 86, 87].

The cell shape can arise naturally from the chosen
initial discretization and refinement method, or can be
targeted via specific choices of initial discretization and
refinement.

3.2. Initial Discretization

Discretizing the Earth into a initial set of planar cells
is an important first step for any DGGS. Aside from
methods that partition a 2D map of the Earth, of which
latitude/longitude grids are the standard, the Earth may
be discretized quite easily using an initial approximat-
ing polyhedron. DGGSs that make use of initial poly-
hedrons are known as Geodesic DGGSs [72]. Among
the most common choices for an initial polyhedron are
the platonic solids — the tetrahedron, cube, octahedron,
dodecahedron, and icosahedron — and the truncated
icosahedron.

The octahedron, for instance, can be projected to the
sphere in such a way that each of its faces corresponds
to an octant of the latitude/longitude spherical coordi-
nate system, as in [88, 78, 89, 84, 90], whereas the sim-
plicity of the tetrahedron has motivated its use in [28].
The cube benefits from alignment with the Cartesian co-
ordinate system and the prevalence of compatible data
structures, such as quadtrees [91, 92, 93, 94].

While the dodecahedron features lower angular dis-
tortion under equal area projection (such as Snyder pro-
jection [95]; see Section 3.4) compared to the other
platonic solids [96], pentagon-to-pentagon refinement
is undefined, hence the dodecahedron is not a popular
choice for approximating the Earth. A potential solution
is to triangulate each polygon by splitting the dodecahe-
dron’s faces into five isosceles triangles.

By comparison, the truncated icosahedron is very
commonly used to approximate the Earth [97, 14, 88,
98, 85]. The icosahedron, which introduces lower dis-
tortion than the tetrahedron, cube, and octahedron, can
be refined into the truncated icosahedron, which fea-

tures a low amount of areal distortion under equal area
projection [95, 70].

Generally, the faces of these polyhedrons cover large
areas of the Earth’s surface. In order to increase the
resolution of the DGGS, refinements may be employed.

3.3. Refinement
Refinement methods are methods that produce a set

of fine cells from a set of coarse cells in a uniform and
predictable manner, and can be used to construct more
cells in a Geodesic DGGS by introducing more faces
into an approximating polyhedron.

Refinement methods are categorized according to
their input cell shape(s), output cell shape (typically the
same as the input shape), and aperture or factor (the ra-
tio of the area occupied by a coarse cell to that occupied
by a fine cell). For instance, the hexagonal 1-to-3 refine-
ment shown in Figure 9 (b) takes coarse hexagonal cells
and produces fine hexagonal cells that have 1

3 the area of
the coarse cells. The fine cells produced by a refinement
may be assigned to coarse cells as children, defining a
hierarchy between cells. In addition to the factor of a
refinement, other characteristics may be defined, such
as congruency and alignment.

A refinement is called congruent when a coarse cell
can be formed by a union of finer cells, and a DGGS is
called congruent when its employed refinement is con-
gruent. For example, quadrilateral 1-to-4 refinement (as
shown in Figure 9 (a)) is congruent while hexagonal 1-
to-3 refinement is incongruent (see Figure 9 (b)). As-
signing a set of fine cells to be the children of a coarse
cell is trivial in congruent refinements, since the chil-
dren are fully covered by their parents and hierarchi-
cal traversal queries are simplified. Incongruent refine-
ments, by contrast, require more thought to be put into
which child belongs to which parent, as each fine cell
can have several potential parents (Figure 9 (c)).

(a) (b) (c)

Figure 9: (a) Quadrilateral 1-to-4 refinement is a congruent refine-
ment. (b) 1-to-3 hexagonal refinement is not congruent. (c) A child
can have several potential parents under an incongruent refinement.
The red child hexagon, for instance, has three potential parents.

Alignment refers to the case in which a coarse cell
shares a particular point in common with a fine cell. If
the cells share a vertex, the refinement and any DGGS
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that employs it is called vertex-aligned. If the cells share
a centroid, they are called center-aligned. Refinements
that are neither vertex-aligned or center-aligned exist,
but are fairly uncommon. As we are primarily con-
cerned with center-alignment over vertex-alignment, we
will refer throughout the paper to refinements and DG-
GSs that are center-aligned as aligned, and those that
are not as unaligned.

Center-alignment in a DGGS is quite a beneficial
property to have, as it implies that traversing from one
resolution to another always results in an improvement
in accuracy. Accuracy, here, is a measure of how well
a point p may be represented by a cell, and is found as
the distance between p and the centroid of its containing
cell at resolution r, which we will denote as mr. As the
resolution r increases under an aligned refinement, this
distance decreases, i.e. dr ≤ dr+1 where dr = ‖p − mr‖2.
Figure 10 illustrates a comparison between unaligned
quadrilateral 1-to-4 refinement and aligned 1-to-2 re-
finement.

d0 d1

d1

(a) (b) (c)

m0

p

m1

p

m1

p

d1=d0 d1>d0

Figure 10: Accuracy is measured in terms of the distance dr from a
point p to the centroid mr of its containing cell through the resolutions.
(a) d0 is the distance between m0 and p, illustrated as a red square. (b)
Under center-aligned refinements, the accuracy is at least as good as
that of the previous resolution. (c) Under refinements that are not
center-aligned, the accuracy may be decreased (d1 ¿ d0).

In addition to these properties, a low factor is con-
sidered desirable for a DGGS refinement, since such a
refinement increases the number of faces at a low rate
through the resolutions. Hence, more resolution levels
are produced under a fixed maximum number of faces
and, therefore, a smoother transition between resolu-
tions may be achieved.

In general, it is difficult for a refinement to exhibit
all of these desirable properties. For example, it is pos-
sible to define an aligned 1-to-2 refinement for quadri-
lateral cells which has the slowest rate of growth (Fig-
ure 11 (a)) [94], but which is not congruent, while the
commonly employed 1-to-4 refinement for quadrilat-
eral cells (Figure 11 (b)) is congruent but unaligned
[91, 93]. Quadrilateral 1-to-9 refinement is congruent
and aligned but has a larger factor (Figure 11 (c)) [92].

Triangular cells in DGGSs tend to be refined by a con-
gruent and aligned 1-to-4 refinement (see Figure 11 (d))
[78, 89, 99].

(a) (b) (c) (d)

Figure 11: (a) An aligned 1-to-2 refinement that is not congruent. (b)
A congruent 1-to-4 refinement that is unaligned. (c) An aligned and
congruent 1-to-9 refinement. (d) An aligned and congruent 1-to-4 re-
finement for triangles. The boundaries of coarser cells are highlighted
using thicker lines.

Aside from quadrilateral and triangular cell refine-
ments, there exist a number of types of hexagonal re-
finement [29], each of which exhibits characteristics
that can prove useful in DGGS applications and in
which growing interest has developed [87, 100]. For
example, Sahr [14] uses hexagonal 1-to-3 refinement,
which has the lowest factor possible for hexagonal re-
finements, on the icosahedron while Vince [84] uses
the same refinement on the octahedron. While this and
other hexagonal refinements introduce a rotation in the
lattices of two successive resolutions [101], hexagonal
1-to-4 refinement produces rotation free lattices at all
levels of resolution, simplifying hierarchical analysis
[102, 103]. Two types of 1-to-4 hexagonal refinement
can be combined to obtain a better hierarchy, as per-
formed by Tong et al. [104], but, like the aforemen-
tioned hexagonal refinements, it is incongruent. 1-to-
7 refinement comes close to congruency, covering the
coarse hexagons with fine hexagons better than others.

Refinement methods are also used in the subdivision
methods studied in computer graphics; but while sub-
division methods alter the geometry of the polyhedral
faces via smoothing masks, refinements on DGGS cells
have no such impact.

3.4. Projection

For a DGGS, cell geometry results from an employed
projection method, where planar cells and their assigned
data may be projected onto the surface of the Earth us-
ing one of a variety of spherical projections. Such pro-
jections have a rich history in the field of cartography,
and have been used to represent the spherical Earth on
flat maps [105, 106, 107]. In a DGGS, they are used to
establish a correspondence between the planar cells re-
sulting from refinement on an initial discretization and
spherical cells that partition the 3D Earth.
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Cartographic Projection: Traditional cartographic
projections are transformations from a point on the
Earth to a point on a 2D map and can be represented
as a function: pm = F(ps), where ps lies on the sphere
(or ellipsoid, in the case of ellipsoidal projections), and
pm is located on the 2D map (see Figure 12). The in-
verse projection F−1 defines a mapping from a point on
the 2D map to a point on the sphere/ellipsoid and al-
lows flat shapes, such as polyhedral faces, to be mapped
to spherical DGGS cells.

F

F
-1

Figure 12: F maps points on the Earth (a sphere) to a map (a 2D
domain) while F−1 maps points on the 2D map to the sphere. Images
taken from [108].

The obvious method for such a projection is lat/long,
or spherical coordinate, conversion. This method cuts
the Earth (along a meridian) and unfolds it onto a rect-
angular map with the lines of latitude (given by fixing
angle 0 ≤ φ ≤ π) and longitude (given by fixing an-
gle 0 ≤ θ ≤ 2π) serving as the two main axes of the
2D domain. This 2D domain and the sphere are related
through

F(x, y, z) =

(
θ
φ

)
=

(
tan−1( y

x )
cos−1( z

R )

)
and (1)

F−1(θ, φ) =

R cos(θ) sin(φ)
R sin(θ) sin(φ)

R cos(φ)

 , (2)

where R =
√

x2 + y2 + z2 is the radius of the sphere (see
Figure 13).

Note that, as demonstrated in Figure 13, regu-
lar quadrilaterals in the latitude/longitude domain are
mapped to quadrilateral cells on the sphere with vari-
able areas (i.e. areal distortion) and singularities at the

X

X
-1

f

q 2p0

p

Figure 13: A 2D domain and its associated sphere.

poles. In general, for a given function

G(u, v) =

x(u, v)
y(u, v)
z(u, v)


that maps (u, v) ∈ Ω ⊂ R2 to a continuous surface
S ⊂ R3, we can study the distortion behavior of G us-
ing its first fundamental form, which provides a sense
of the local curvature of a surface [109]. The first fun-
damental form of G is a matrix of functions I(u, v) =

J(u, v)T J(u, v), where J(u, v) is the Jacobian of G. Us-
ing the singular values σ1(u, v) and σ2(u, v) of I, the
distortion behavior of G can be evaluated (ν, here, is a
constant) [110, 83]:

• σ1 = ν for all (u, v) ∈ Ω implies G is stretch-
preserving,

• σ1 = σ2 for all (u, v) ∈ Ω implies G is angle-
preserving (conformal),

• σ1 = σ2 = ν for all (u, v) ∈ Ω implies G is
distance-preserving (isometric),

• and σ1σ2 = ν for all (u, v) ∈ Ω implies G is area-
preserving (equal-area).

For instance, the inverse spherical coordinate func-
tion F−1 defined in Equation 2 has the first fundamental
form

I(θ, φ) =

(
R2 sin2(φ) 0

0 R2

)
,

whose singular values are σ1(θ, φ) = R sin(φ) and
σ2(θ, φ) = R. These singular values satisfy none of
the above properties, hence spherical coordinate con-
version is neither stretch-, angle-, distance-, nor area-
preserving.

Since the sphere is not developable, it is impossi-
ble to define an isometric mapping between the sphere
(or ellipsoid) and a 2D map [111]. As a result, sev-
eral types of spherical projection have seen use in the
Digital Earth setting, each of which exhibits different
properties/distortions. The most common of these are
azimuthal, conic, and cylindrical projections (see Fig-
ure 14).

Azimuthal projections, such as Gnomonic projection
and Lambert’s azimuthal equal area projection, map
points on the sphere to a plane tangent to the sphere at
some point p (Figure 14 (a)). In this type of projection,
great circle arcs passing through p are mapped to line
segments on the tangent plane. Equidistant azimuthal
projections (i.e. those in which the lengths of the great
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P(a) (b) (c)

Figure 14: (a) Azimuthal projections map points between the sphere
and a given tangent plane. (b) Conic projections map points between
the sphere and an intermediate cone. (c) Cylindrical projections map
points between the sphere and an intermediate cylinder.

Figure 15: In exponential maps, great circle arcs passing through a
point p on the sphere have the same length and direction as line seg-
ments passing through p on the tangent plane. Image reproduced from
[113].

circle arcs and the line segments are equal) are equiv-
alent to exponential maps (see Figure 15) [112], which
are quite useful in computer graphics and have applica-
tions in texture mapping, spherical multiresolution, and
spherical splines [113, 114, 115].

As the lowest amounts of distortion in azimuthal pro-
jections are found closest to the center of the tangent
plane, the location of the tangent plane can be adjusted
to concentrate unwanted distortions towards less sig-
nificant locations, as was done with Gnomonic pro-
jection and Lambert’s azimuthal equal area projection
[107, 106]. Based on the location of the tangent plane
used for projection, azimuthal projections may be cate-
gorized as polar, equatorial, or oblique (see Figure 16)
[109].

Among azimuthal projections, Lambert azimuthal
equal area projection is particularly important since it
forms the base of several equal area projections used in

(a) (b) (c)

Figure 16: Tangent plane locations in (a) polar, (b) equatorial, and (c)
oblique azimuthal projections.
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(a) (b)

Figure 17: (a) Lambert projection from a sphere S to a plane ρ (b)
Image of the 2D Earth after Lambert Azimuthal equal area projection,
from Wikipedia.

DGGSs. Given a point c on the sphere S and the plane
ρ that is tangent to S at c, a point ps on the sphere is
projected to a point pm on the 2D map by taking pm to
be the intersection of ρ with a circle with center c that
passes through ps and is normal to ρ (see Figure 17).
Note that c is projected to itself on ρ and its antipode
is excluded from the projection as the intersecting cir-
cle is not unique. This projection and its inverse can be
explicitly calculated using the following mappings:

F(x, y, z) =

(√
2

1−z x,
√

2
1−z y

)
, and

F−1(a, b) =

(√
1 − a2+b2

4 a,
√

1 − a2+b2

4 b, a2+b2

2 − 1
)
.

Conic and cylindrical projections attempt to reduce
the high distortion that results from projecting spheri-
cal points directly to the plane by first projecting them
into an intermediate domain. For conic and cylindrical
projections, the intermediate domain takes the form of a
tangential cone or a cylinder, respectively (Figure 14 (b)
and (c)), both of which may be flattened to a 2D planar
map via a straightforward mapping. Examples include
Mercator projection (cylindrical and conformal), Lam-
bert’s cylindrical equal area projection, and Lambert’s
conic conformal projection. Just as the location of the
tangent plane can be adjusted in azimuthal projections,
the orientation of the intermediate cylinder and cone can
also be adjusted, resulting in projections such as Trans-
verse Mercator projection [105].

Similar projections that do not fall into these cat-
egories — mainly modifications and hybrids of these
three types — also exist and have been used in Digi-
tal Earth systems. Modified versions include pseudo-
azimuthal and pseudo-cylindrical projections. A no-
table example of a hybrid projection is the one em-
ployed in the HEALPix system, which is a combination
of Lambert cylindrical equal area projection and Col-
lignon pseudo-cylindrical equal area projection.

Polyhedral Projection: Given a polyhedron as an
intermediate domain, it is also possible to define poly-
hedral globe projections to and from the sphere. Such
projections typically operate by dividing the sphere into
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regions, each corresponding to a face of the polyhedron,
and then employing an existing spherical projection to
map points between the spherical region and the planar
polyhedron face.

Snyder projection [95] — which uses Lambert’s az-
imuthal equal area projection on the faces of the poly-
hedron and which is defined for all platonic solids plus
the truncated icosahedron — is one such polyhedral pro-
jection method. Roşca and Plonka’s projection [91, 77]
uses an intermediate domain for each face to map points
between the cube (later generalized to the octahedron in
[116]) and the sphere using Lambert azimuthal equal
area projection. These projections are illustrated in Fig-
ure 18.

(a) (b)

Figure 18: (a) Snyder projection. Image taken from [108]. (b) Roşca
and Plonka’s projection.

Additional polyhedral globe projections include the
slice-and-dice approach [117], in which the projection
consists of an equal area partitioning (“slice”) step and
an equal area positioning (“dice”) step; the equal area
projection for octahedrons from [118], which slices the
sphere into eight sections and establishes a geometric
relationship between each section of the sphere and each
face of the octahedron; and Fuller’s Dymaxion map for
icosahedrons [119].

Such projections tend to operate on simple poly-
hedrons, yet it is also possible to map between the
sphere and a polygonal mesh using spherical projec-
tions from the field of computer graphics. Though
they have not yet been employed on DGGSs, works
such as Praun and Hoppe’s [120] and Sheffer et al.’s
[121] map points between genus 0 polygonal meshes
and the sphere for the purposes of mesh parametriza-
tion and remeshing. Praun and Hoppe’s approach at-
tempts to minimize stretch distortion while Sheffer et
al.’s approach attempts to minimize angle or area dis-
tortion. For more information on mesh parametrization,
see [110].

Equal Area Projections: Though spherical projec-
tions can be stretch-preserving, conformal, or equal
area, those that are equal area tend to be best fit with
DGGSs, as noted by White et al. [70], since these
systems use planar or piece-wise planar (polyhedral)
domains to sample the spherical surface of the Earth.

As a result, they are widely used in DGGSs. Exam-
ples of equal area cartographic projections include Lam-
bert’s cylindrical, Lambert’s azimuthal, Mollweide’s,
and Werner’s equal area projections (see Figure 19)
[106, 108].

(a) (b)

(c)

Figure 19: (a) Werner, (b) Mollweide, and (c) Lambert (cylindrical)
projections. Images taken from [108].

Snyder’s and Roşca and Plonka’s projections, too, are
equal area projections, and Snyder projection in particu-
lar has seen extensive use within the Digital Earth com-
munity due to its equal area property and low angular
distortion. Though Snyder projection has a closed form,
its inverse does not and requires an expensive iterative
technique to compute. The work of [122, 123] describes
methods to speed up this inverse process, whereas the
work of [94] uses Roşca and Plonka’s method, which
has closed forms for both the forward and inverse pro-
jection.

Ellipsoidal Projections: In addition to spherical pro-
jections, ellipsoidal projections may be defined and
characterized similarly (i.e. as azimuthal, conic, or
cylindrical and as stretch-preserving, conformal, or
equal area). Such projections are common in Earth rep-
resentations, as an oblate spheroid provides a better ap-
proximation of the shape of the Earth than the sphere
[124, 125].

An oblate spheroid is an ellipsoid with two semi-
principal axes of equal length (a = b) and one semi-
principal axis of smaller length (c < a, b). Taking
a = b = 6, 378, 137 m and c = 6, 356, 752.3142 m
[28] results in an ellipsoidal representation of the Earth
known as the World Geodetic System 1984 (WGS 84)
ellipsoid. Though other ellipsoidal representations for
the Earth exist, e.g. Bessel’s ellipsoid, the WGS 84 el-
lipsoid is currently standard and is used in many virtual
globe and GIS applications, such as in Google Earth
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Figure 20: (a) Geocentric latitude ψ is calculated with respect to a
vector from the center of the ellipsoid to ps. (b) Geodetic latitude φ is
calculated with respect to the surface normal at ps.

[126] and GPS [127].
In general, ellipsoidal projections are more difficult to

define than spherical projections. As with the sphere, a
simple solution is to use a latitude/longitude discretiza-
tion of the ellipsoid. In the case of an oblate ellipsoid
such as the WGS 84 ellipsoid, the calculations for lon-
gitude θ are the same as for the sphere. Latitude, how-
ever, may be defined as either geocentric or geodetic.
For a point ps on the ellipsoid, its geocentric latitude ψ
(see Figure 20 (a)) is the angle that a vector from the
center of the ellipsoid to ps makes with the equatorial
plane, whereas geodetic latitude φ (see Figure 20 (b)) is
the angle that the surface normal at ps makes with the
equatorial plane [105].

Another simple way to define an ellipsoidal projec-
tion is to first define a projection between the ellipsoid
and the sphere and then employ a pre-existing spherical
projection. Web Mercator projection (see [128]) is an
example of such a projection and is used by most major
online map applications, including Google Earth [129].
To project a point ps on the ellipsoid to a point pm on a
map, the Web Mercator projection first converts ps to a
point s on the sphere using its longitude θ and geodetic
latitude φ (say, s = F−1(θ, φ) where F−1 is from Equa-
tion 2), and then applies spherical Mercator projection
to s (see Figure 21). Note that this conversion from ps

to s is nonconformal, hence Web Mercator is neither
conformal nor equal-area. Conformal and equal-area
projections between the sphere and the ellipsoid can be
found in [105].

Generalizations of spherical projections to ellipsoids
are also possible. Gauss and Krüger generalized Trans-
verse Mercator projection to the ellipsoid (as a result, it
is sometimes known as Gauss-Krüger projection) [105],
which forms the basis of one of the most important
ellipsoidal projections: Universal Transverse Mercator
(UTM) projection. UTM projection divides the Earth
into sixty vertical strips along lines of longitude, and
employs (ellipsoidal) Transverse Mercator projection
on each of these strips such that distortion is minimized
lengthwise.

(a) (b) (c)
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Figure 21: Web Mercator projection. (a) A point ps on the ellipsoid
has geodetic latitude φ. (b) A point s on the sphere is found by using
φ as the spherical latitude. (c) The point s is projected to planar point
pm via Mercator projection.

In a way, UTM projection bears some similarities
with polyhedral projections, which may also be defined
for ellipsoids. The work of [124], in which the ellip-
soid is projected to a cube, provides one such projec-
tion. Note, however, that ellipsoidal polyhedral projec-
tions have not been as extensively studied as spherical
polyhedral projections, due to the difficulty of defining
them.

Whichever projection is chosen, the combination of
an initial discretization, a refinement method, and a
projection method allow a multiresolution hierarchy of
DGGS cells to be generated in a systematic manner, for
which a systematic mechanism for referring to individ-
ual cells is required.

3.5. Cell Indexing

A core functionality of any DGGS is assigning and
retrieving data to and from the cells that discretize the
Earth. While this can be accomplished using data struc-
tures such as quadtrees (the method of choice for es-
tablishing efficient access to hierarchical data in other
problem domains) as in [91, 97], the sheer immensity of
the Digital Earth causes tree structures that record node
dependencies to become prohibitively expensive.

Hence, the role of providing data access in a DGGS is
often served by cell indexing methods. For each cell that
exists in a DGGS, an indexing method assigns to it an
index i that uniquely identifies that cell. A cell’s index
i can be used to determine that cell’s location on the
Earth and can serve as a reference into a data structure
or database in order to retrieve data associated with the
cell.

Cell indices can take many forms, be they 1D strings
of letters and digits or nD coordinate values (with n
coordinate axes defined on the faces of the polyhe-
dron). Although various types exist, most indexing
methods for DGGSs are derived using three general
indexing mechanisms: hierarchy-based, space-filling
curve (SFC) based, and coordinate-based. A more com-
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prehensive overview of DGGS cell indexing methods
and conversions between them may be found in [130].

Hierarchy-based: Hierarchy-based indexing relies
on the hierarchy of cells generated by the application
of refinements on the initial polyhedron. Under these
indexing methods, the fine child f of a coarse cell c in-
herits the index of c as a prefix or postfix for its own
index. Formally and without loss of generality, if cell c
at resolution r has index Id0d1d2 . . . dr−1, its children fi
receive indices Id0d1d2 . . . dr−1i.

Note that if the maximum number of children per cell
is b, then the digits d j lie in the range [0, b − 1] and
every cell’s index is a base b integer. Integer b is hence
considered the base of the indexing method, and may be
used to define algebraic operations on indices, such as
conversion to and from the Cartesian coordinate system,
or neighborhood finding [85, 72, 89].

Figure 22 (a) illustrates the hierarchy-based indexing
proposed in [131] for the quadrilateral cells obtained
from 1-to-4 refinement. The SCENZ-Grid system [92]
employs a similar indexing method for the quadrilateral
faces of a cube under aligned 1-to-9 refinement (Fig-
ure 22 (b)).

(a) (b)
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I3I2
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Figure 22: (a) Hierarchy-based indexing for 1-to-4 refinement. (b)
Hierarchy-based indexing method for aligned quadrilateral 1-to-9 re-
finement.

In order to use hierarchy-based indexing methods
within a DGGS, the faces of the initial polyhedron must
first be indexed (arbitrarily, using letters or digits), af-
ter which the faces of the refined polyhedron may be
indexed using the hierarchical indexing method (see
Figure 23 for an example). Works on DGGSs that
have made use of hierarchy-based indexing include [93]
(quadrilateral cells), [78, 99, 89] (triangular cells), and
[86, 85, 14] (hexagonal cells).
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Figure 23: Hierarchy-based indexing given an initial polyhedron. (a)
The faces of the initial polyhedron are indexed using letters. (b) The
faces that result from refinement inherit the parent index. (c) Faces
are projected to the sphere.

Benefits of hierarchy-based cell indexing methods in-
clude efficient hierarchical traversal of the cells and the

ability to determine a cell’s resolution directly from the
index’s length.

Curve-based: Another means of indexing cells,
known as curve-based indexing, is to run a curve
through all the cells of a given resolution (see Fig-
ure 24) and index them according to the order in which
they are intersected. These curves may be denoted by
f (t) : T ⊂ R→ Q ⊂ R2, t ∈ T , with examples including
row-major traversal and Morton (Z) curves.

As all the cells in the space must be visited, Space
Filling Curves (SFCs) — such as the Hilbert, Peano,
and Sierpinski curves — are sensible choices for defin-
ing such indexings. SFCs are recursively-created curves
whose range covers an entire space, and are surjective
and continuous mappings from T ⊂ R to Q ⊂ R2. The
base curve is typically defined via a simple initial geom-
etry on a simple domain, which is then recursively re-
fined and the simple geometry repetitively transformed
to cover the entire refined domain as governed by a set
of production rules.

(a) (b) (c) (d)

Figure 24: (a) Hilbert, (b) Peano, (c) Sierpinski, and (d) Morton
curves.

Typically, if the initial geometry of the SFC covers i
cells of the initial domain, a 1-to-i refinement is suitable
for application on the domain and may be associated
with the SFC. This association makes it natural to define
a base b for the indexing method (usually taken to be
b = i or b =

√
i if 1-to-i refinement is associated with

the curve), which allows the resolution of the cell to be
determined directly from the length of its index. Given
a cell at resolution r, the cell’s index in base i will have
a length of r and in base

√
i will have a length of 2r.

For instance, the refinement associated with the
Hilbert and Morton curves is quadrilateral 1-to-4 refine-
ment, as both are defined on initial two by two quadri-
lateral domains. Therefore, indices of base four or two
are appropriate for Hilbert and Morton curves (see Fig-
ure 25).

One of the main benefits of curve-based indexing is
to out-of-core algorithms that operate on data that can-
not fit into main memory, such as in the work of [132].
Contiguous cell regions obtain similar indices and, as
a result, can be stored in contiguous sections of exter-
nal memory. This results in fewer I/O operations when
performing range queries.

Works that have made use of curve-based indexing
for DGGSs include [133, 88], which used Morton in-
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dexing on cells resulting from 1-to-4 refinements on the
icosahedron and octahedron; and [134], which used the
Sierpinski SFC to index triangular cells refined with a
factor of two. See Figure 26 for an illustration of [88]’s
method on an unfolded octahedron.

(a) (b)

0000 0001

00100011

0100

0101 0110

0111

1001

1000

1101

1110 1111

1100

1011

1010

00 01

0203

10

11 12

13 20

21 22

23

3031

32 33 0000

0001

0010

0011

0100

0101

0110

0111

1000

1001

1010

1011

1100

1101

1110

1111

00

01

02

03

10

11

12

13

20

21

22

23

30

31

32

33

Figure 25: (a) Hilbert-based indexing in base 2 and base 4. (b)
Morton-based indexing in base 2 and base 4.
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Figure 26: Morton indexing on the octahedron. (a) Unfolded octa-
hedron. (b) Two triangles are merged to obtain a diamond, which is
then recursively refined. (c), (d) Morton SFC-based indexing on the
diamond.

Coordinate-based: A third method of indexing the
cells of a DGGS is to define an m-dimensional coor-
dinate system (typically 2- or 3D) using a set of axes
U1, . . . ,Um that spans the entire space on which the cells
lie, known as coordinate-based indexing. A subscript
r may be appended to the index in order to record the
resolution of a cell. Each index, then, is of the form
(i1, i2, ..., im)r, where the i j are integer numbers indicat-
ing the number of unit steps taken along the axis U j and
r is the resolution.

A simple example of such an indexing uses the axes
of the Cartesian coordinate system in order to index a
quadrilateral domain, as illustrated in Figure 27 (a). An-
other, seen in [84, 90], is a 3D coordinate indexing sys-
tem in which the Barycentric coordinate of each cell is
taken to be its index. In [135], a 2D indexing method is
applied after unfolding the initial polyhedron onto a 2D
domain.

In order to simplify the indexing method, it is pos-
sible to define local coordinate systems for each face
of the initial polyhedron rather than a global coordinate
system over all the faces [136, 29]. In this case, indices
are augmented with additional information in order to
specify the initial face to which a coordinate value be-
longs. Hence, a cell (i1, i2, ..., im)r in the coordinate sys-
tem of face f is given index [ f , (i1, i2, ..., im)r].

Taken together, these elements — cell shape, ini-
tial discretization, refinement, projection, and indexing
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Figure 27: (a) Coordinate-based integer indexing based on Cartesian
coordinates. (b) A cube. (c) The cube unfolded with coordinate sys-
tems assigned to each face. (d) The indices of some cells are shown
after one step of 1-to-4 refinement.

— allow one to define a Discrete Global Grid System,
which may then be visualized on a screen.

3.6. DGGSs in Rendering

The visualization of digital globes presents a num-
ber of unique and interesting challenges that, mostly
owing to scale, differ significantly from other related
visualizations, such as virtual worlds in video games.
While Digital Earths and video games both deal with
large amounts of data and have requirements on accu-
racy and reliability, Digital Earths must contend with
a far greater amount of data (and at greater scale) and
more demanding requirements.

A comprehensive overview of virtual globe rendering
can be found in [28], [137], and, to a lesser extent, [138]
along with a summary of several of these challenges and
techniques to deal with them. In many works on virtual
globe rendering (e.g. [28, 139, 140, 124, 138, 137]),
multiresolution tessellations of the Earth into mostly
regular cells (i.e. DGGSs) serve as the backbone for
addressing these challenges.

For example, as a Digital Earth should accommo-
date views at the scale of the entire globe and views
at the scale of street level in a city, 32- and even 64-bit
floating-point precision are often inadequate and can re-
sult in depth testing and jittering artifacts. Solutions for
depth buffering artifacts include adjusting the near and
far plane positions, using complementary depth buffer-
ing, using logarithmic depth buffering, and using multi-
ple view frustums [28, 137]. In the case of jittering, one
can render objects using relative — rather than absolute
— coordinates, as described in [141, 142].

As the cells of a DGGS cell hierarchy exist at dif-
ferent scales (see Figure 28), a sensible approach is to
specify these coordinates relative to an appropriate cell.
The Ellipsoidal Cube Map (ECM) of [124], for instance,
is able to achieve decimeter and centimeter resolutions
across the Earth by using camera-centric relative coordi-
nates for the corners of the DGGS quad cells, and quad-
centric relative coordinates for the data assigned to each
quad cell, when rendering.
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Figure 28: The multiresolution cell hierarchy of a DGGS allows the
Earth to be analyzed and visualized at different scales. Image taken
from [72].

Another and very important challenge is that of deal-
ing with the massive amount of data stored in a Digi-
tal Earth. As geospatial data sizes can measure in ter-
abytes, some amount of pre-processing and simplifica-
tion (such as clip-mapping [143, 144, 145], a modi-
fied version of mip-mapping; see the entry on Google
Earth in Section 4) is required to fit such data into
memory and render it in a reasonable amount of time.
One of the main advantages of a DGGS in this sense
is that a DGGS’s multiresolution cell hierarchy sup-
ports view-dependent level-of-detail rendering (see Fig-
ure 29), which has some relation to the cartographic pro-
cess of map generalization. An extensive discussion on
how Cesium’s DGGS, in combination with view vol-
ume and horizon culling, was used to handle massive
data amounts can be found in [137].

An important aspect of level-of-detail rendering is in
dealing with gaps that may appear between cells ren-
dered at high resolution and cells rendered at a lower
resolution, particularly in the case of incongruent refine-
ments. This is the same problem faced by adaptive sub-
division techniques within the field of computer graph-
ics, for which various solutions have been proposed;
including creating a set of transitionary faces between
the high and low resolution faces, as in [146], or split-
ting low resolution faces in order to accommodate the
higher number of vertices of the high resolution faces,
as in [147]. A blur function can also be used to provide
a transition between the high and low resolution cells
[138].

Finally, a third challenge lies in rendering a curved
Earth when graphics hardware is designed for planar

(a)

(b)

Figure 29: View-dependent level-of-detail rendering of a DGGS.
Hexagonal cells can be converted to a triangular representation for
improved efficiency. Transitional faces bridge the gap between the
high resolution and low resolution faces.

shapes such as triangles and quads (see Figure 30 (a)). A
tessellation of the Earth into a mesh of planar polygons
is hence essential, and already provided by a DGGS cell
hierarchy. For DGGSs made up of hexagonal cells, con-
version to a triangular tessellation via taking the dual of
the hexagonal lattice, as discussed in [29], improves the
efficiency of rendering.

However, distortions in the chosen projection can
manifest as artifacts in the rendered globe, such as over-
sampling near the poles and stretching along the equator
in the case of latitude/longitude discretization (see Fig-
ure 30 (b)). DGGSs with more uniform cell size and
distribution can offer improved tessellations. An alter-
native solution, described in [145] in the context of ren-
dering spherical terrains using clip-maps, is to fix the
viewer position atop a static Earth geometry and resam-
ple the data about the viewer using spherical coordi-
nates.

Concrete discussions on the implementation of a vir-
tual globe renderer using a DGGS are presented in
[140, 138, 137]. In the next section, we provide an
overview of state-of-the-art DGGSs currently in use.
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(a)
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Figure 30: The challenge of curvature. (a) Graphics hardware is
designed for planar shapes, hence special care is needed to produce
spherical shapes. (b) A clip-map with oversampling at the poles and
stretching at the equator due to projection distortions. Images taken
from [28].

4. State-of-the-art DGGSs

With the variety of options available for the design
of a DGGS, it should come as no surprise that a num-
ber of different DGGSs have been proposed in the lit-
erature and/or implemented in the industry. We briefly
describe a selection of these systems in this section. A
list of Digital Earths and visualization applications can
be found in [148].

HEALPix: One example of a DGGS is that of
HEALPix (Hierarchical Equal Area isoLatitude PIXela-
tion of a sphere), for which a software package has been
released for data analysis simulations and visualizations
of the Earth [93, 149]. In the HEALPix system, the
Earth is approximated using a rhombic dodecahedron
(12 initial quadrilateral faces) that are then refined us-
ing a congruent 1-to-4 refinement (see Figure 31). The
faces are then projected to the sphere via a combina-
tion of Lambert cylindrical equal area projection (for
equatorial regions) and Collignon equal area projection
(for polar regions). A base 2 hierarchy-based indexing
method is used to index the cells, although a coordinate-
based method based on integer Cartesian coordinates
has also been proposed.

ECM and SCENZ-Grid: Another example of a
DGGS is the Ellipsoidal Cube Map (ECM) [124], which
uses 1-to-4 refinement on the faces of a cube that cir-
cumscribes an ellipsoidal Earth. The Quadrilateralized
Spherical Cube (QSC) projection was employed in or-
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Figure 31: The HEALPix system. Image taken from [93]. (a) Re-
peated refinement and projection on the sphere. (b), (c) Quadrilateral
cell indexing system. The index of a coarse quad is inherited by its
children.

der to minimize areal and angle distortions.
The SCENZ-Grid system also starts with a cube, but

rather than a congruent 1-to-4 refinement, a congru-
ent and aligned 1-to-9 refinement is applied to estab-
lish the multiresolution representation [92]. The pro-
jection used is HEALPix’s projection, and its indexing
method is hierarchy-based and in base 9 (see Figure 32).
Mainly used for applications in environmental monitor-
ing, this project is the result of a collaboration between
New Zealand’s Landcare Research [150] and GNS Sci-
ence [151].
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Figure 32: The SCENZ-Grid system. Image taken from [92]. (a) Re-
peated refinement and projection on the sphere. (b), (c) Quadrilateral
cell indexing system.

Crusta: The Crusta DGGS, proposed in [139], was
designed to support high-resolution topography data
and imagery. Starting from a 30-sided rhombic triacon-
tahedron, 1-to-4 refinement is applied on the quad cells
and the resulting vertices are normalized to the geoid.

QTM and HSDS: Dutton and Goodchild, two pio-
neers in designing Digital Earth models, have proposed
their own DGGSs.

Dutton’s Quaternary Triangular Mesh (QTM) [78]
creates cells using congruent and aligned 1-to-4 qua-
ternary refinement on the faces of the octahedron (see
Figure 33). The initial faces of the octahedron are in-
dexed 1 through 8, with their children (0 through 3)
indexed using a base 4 hierarchy-based scheme. The
projection used is a specially designed projection called
Zenithal Orthotriangular Projection (ZOT), which is
neither equal-area nor conformal [152].

Goodchild’s Hierarchical Spatial Data Structure

15



5

1

23

4

67

8

20

21

2223

60

6361

62

33

30

31

32

72

70

7173

12

52

50

51 53

10

11

13

43

40

41

42

83 81

80

82

40

(a)

(b) (c)

Figure 33: The QTM system. (a) An octahedron embedded in a
sphere. (b), (c) The indexing method applied to the unfolded faces
of the octahedron.

(HSDS) system [89] also estimates the globe using the
octahedron refined under a congruent and aligned 1-to-4
triangular refinement. Unlike many other DGGSs, how-
ever, the refinement is applied directly on the sphere
(using spherical rather than Euclidean midpoints) after
associating each face of the octahedron with a spher-
ical triangle. The implicit projection is neither equal-
area nor conformal. The indexing method employed is
a slightly modified version of that used by QTM (see
Figure 34).

0

1

2 3
00

01

02 03
21

20
2322

31

30
3332

11

10
1312

000

222

022

111

(a) (b) (c)

Figure 34: The HSDS system. (a), (b) Hierarchy-based cell indexing.
(b) Ordering of the children of each cell.

ISEA3H and PYXIS Indexing: A number of DG-
GSs with hexagonal cells have arisen due to the bene-
ficial properties of hexagonal cells in Earth representa-
tion, such as the Icosahedral Snyder Equal Area Aper-
ture 3 Hexagon (ISEA3H) DGGS. As can be inferred
from the name, the cells of the ISEA3H DGGS arise
from aligned hexagonal 1-to-3 refinement on an icosa-
hedron (see Figure 35), the initial application of which
results in a truncated icosahedron, which are projected
to the sphere via inverse Snyder projection.

Figure 35: 1-to-3 hexagonal refinement applied to a triangle, as used
to generate the ISEA3H. Image taken from [14].

However, due to the incongruent nature of hexagonal
refinements, indexing the cells of DGGSs with hexago-
nal cells like the ISEA3H is not straightforward. PYXIS

indexing is a hierarchy-based method designed for the
cells of the ISEA3H, where the initial faces of the trun-
cated icosahedron each receive an alphanumeric index
[6, 98, 85] (see Figure 36).

Figure 36: Hexagonal cells at three successive resolutions in PYXIS’s
system. Image taken from [6].
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Figure 37: (a) Type A cells (orange) surround a type B cell (black)
with index b. (b) The children of the cells illustrated in (a). (c), (d)
The descendants of type A and B cells, respectively, after five succes-
sive refinements. Notice the fractal boundary developing at the finer
resolutions.

In order to index cells at higher resolutions, the cells
are categorized into two types: A cells and B cells. A
fine cell that shares a centroid with a coarse cell is taken
to be type B and is assigned as a child of that coarse
cell. Fine cells that do not share a centroid with a coarse
cell are labeled type A and are assigned as children to
the nearest (coarse) type B cell. Hence, a type A cell
has one type B parent and one type B child, whereas a
type B cell can have a type A or B parent and has seven
children: one type B cell surrounded by six type A cells.
As shown in Figure 37, each cell’s descendants at a fine
resolution form fractal shape boundaries that fit together
and cover the entire spherical icosahedron.

A similar hierarchy-based approach was proposed by
Sahr [14], who also suggests a coordinate-based pyra-
mid indexing based on hexagonal coordinate systems.
The pyramidal scheme, however, was only developed
for a single resolution, and cannot index descendant
cells resulting from an arbitrary refinement.

CPI: Sahr later proposed Central Place Indexing
(CPI), a hierarchy-based indexing scheme designed for
hexagonal cells that are refined by aligned 1-to-7, 1-to-
4, or 1-to-3 refinements [87]. Under this indexing, using
a 1-to-i refinement implies a scaling factor of

√
i should

be employed to create finer cells, and it is possible to
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combine different refinements to generate resolutions.
Naturally, the order of the refinements matters, as the
scaling factor for each refinement is different.

OA3HDGG and OA4HDGG: Octahedral Aperture
3 Hexagonal Discrete Global Grids (OA3HDGG) em-
ploy 1-to-3 hexagonal refinement on the octahedron, for
which a coordinate-based indexing based on barycen-
tric coordinates is used to index the cells [84]. This in-
dexing assigns to the vertices the coordinates (±1, 0, 0),
(0,±1, 0), and (0, 0,±1). Throughout the resolutions,
the barycenter of each cell with respect to these coordi-
nates is taken to be its index. This method can be modi-
fied to index the cells of Octahedral Aperture 4 Hexago-
nal Discrete Global Grids (OA4HDGG), which employ
1-to-4 hexagonal refinement [90]. Snyder’s equal area
projection [95] can be used in both cases to obtain equal
area cells on the sphere.

HQBS: Hexagonal cells see further use in the Hexag-
onal Quaternary Balanced Structure (HQBS), another
type of DGGS that refines an icosahedron under 1-to-
4 refinement and projects cells via Snyder’s equal area
projection [153, 86]. HQBS defines a triangular hier-
archy for hexagonal cells aligned with the edges of the
icosahedron. In order to establish such a hierarchy, two
variations (aligned and unaligned) of hexagonal 1-to-
4 refinement are combined to index lattice points that
result from refinements, for which a base 4 hierarchy-
based mechanism is used. Each cell receives the index
of the point that is located at its centroid (see Figure 38).

0

1

2

3

0011
13

12

31
33

32

21
23

22

10
30

20

Figure 38: Combining two types of 1-to-4 refinement leads to a
hierarchy-based indexing method for hexagons.

CDB: A latitude/longitude tiling of the Earth (result-
ing in quad cells) based on WGS-84 is employed by Pre-
sagis’s Common Database (CDB) API [154]. In order
to reduce the differences in shapes and sizes between
quadrilateral cells in the lat/long representation, differ-
ent scales of longitude degrees are used to increase cell
size near the poles. Five zones are defined over the Earth
with the interval between lines of longitude increasing
from 1 to 6 depending on proximity to the poles, as de-
scribed in Table 1. Sixteen levels of resolution are gen-
erated via 1-to-4 refinement. The CDB API has been
released and is available for public use for data integra-

tion, simulation, and data exchange [155].

Table 1: The five zones defined in the CDB. Lat: latitude, Long: lon-
gitude.

Zone Lat-Range Lat-Interval Long-Interval
I 0-50 N-S 1 1
II 50-70 N-S 1 2
III 70-75 N-S 1 3
IV 75-80 N-S 1 4
V 80-90 N-S 1 6

C-squares: The Concise Spatial Query and Rep-
resentation System, or C-squares for short, also dis-
cretizes the Earth using lat/long coordinates [156]. The
underlying coordinate domain is divided into four seg-
ments (NE, SE, NW, SW). Each cell then receives an
index of the form iyxx; where i is 1, 3, 5, or 7 if the
cell is, respectively, located in the NE, SE, SW, or NW
segment; y is the first digit of the cell’s latitude; and xx
are the first two digits of the cell’s longitude. Note that,
as the Earth is discretized once, a multiresolution hier-
archy is not provided. It was invented and developed by
CSIRO Marine and Atmospheric Research [157] for the
purposes of mapping, spatial search, and environmental
monitoring [158].
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Figure 39: An example of indexing in the C-squares system.

Google Earth: As noted in [28, 159, 126], Google
Earth uses a simple cylindrical projection with Clip-
Maps, also known as Universal Textures, which were
proposed by Tanner et al. in [143] and patented in [160].
Clip-Maps (see Figure 40) are partial mip-maps whose
dimensions can be clipped to a maximum “clip size”,
altering the pyramidal shape of the mip-maps into one
more closely resembling an obelisk. This clipping is
employed to reduce the size of the textures to a finite
amount of memory in order to support rendering in real-
time, and can be extended to ellipsoids as in the work of
[125] or geometry as in the work of [144].

This type of image-based representation of the Earth
with an underlying 2D domain has also been used in
Bing Maps (which employs a hierarchy-based index-
ing method based on quadtrees [131] as shown in Fig-
ure 41), Skyline Globe, and Nasa World Wind [161,
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Figure 40: (a) An image at several different resolutions. (b) These
images produce a pyramidal mip-map structure. (c) Using a ClipSize,
a mip-map can be converted to a Clip-Map.

Figure 41: Bing Maps indexing mechanism at three successive reso-
lutions. Image taken from [161].

Google Maps: Much like Bing Maps, Google Maps
is not a true Digital Earth application due to the lack of a
3D multiresolution representation of the Earth, but em-
ploys similar techniques to those used in DGGSs. Un-
like Google Earth, Google Maps uses a Mercator pro-
jection to flatten the Earth onto a 2D map [129]. The
coarsest map resolution in Google Maps is an image tile
with 256 × 256 cells, with finer resolutions obtained by
dividing the tile into four new 256 × 256 tiles via 1-to-
4 refinement [129]. The 2D coordinate-based indexing
method on each tile takes index (0, 0) to be located at the
northwest corner (Figure 42) [129], with x values (lon-
gitude) increasing to the east and y values (longitude)
increasing to the south. A visualization of this indexing
scheme is provided by Maptiler [164].

Figure 42: (a) Google Maps lat/long-based coordinate system. (b)
The indices of each tile. Image taken from [129].

Cesium and GlobWeb: Mercator projection has also
been used in Cesium [138, 165], a cross-platform and
cross-browser web representation of the Earth that em-
ploys WebGL. To establish a hierarchy between cells,
a 1-to-4 refinement is used and the UV parametrization
of the 2D domain is used to define 2D coordinate-based

cell indices. Similarly, GlobWeb has also used WebGL
to implement a virtual Earth [166].

SDOG: While Digital Earth systems are typically
concerned only with what is present on the surface of
the Earth, it is possible to construct volumetric DGGSs
that can store data for locations both above or below the
Earth’s surface. The Spheroid Degenerated-Octree Grid
(SDOG), for instance, is a system of data representa-
tion that uses a volumetric discretization of the sphere.
This representation is primarily designed to represent
the global lithosphere (crust and a portion of upper man-
tle of the Earth) [167]. In this system, the sphere is ini-
tially divided into eight octants, each associated with
a degenerate octree for further levels of subdivision.
(These octrees are degenerate due to the existence of
triangles near the poles; see Figure 43).

Figure 43: The SDOG system at three successive resolutions. Trian-
gles at the poles make the octree degenerate. Image taken from [168].

Indexing of the grids is performed using two meth-
ods: Single Hierarchical Degenerated Z-curve Filling
(SDZ), and Multiple Hierarchical Degenerated Z-curve
Filling [168]. Both methods are based on a modified Z-
curve defined on a congruent, unaligned 1-to-4 refine-
ment. The SDZ scheme indexes an octree in base 10
(Figure 44), whereas the MDZ scheme provides a base
8 hierarchical indexing (Figure 45).
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Figure 44: SDZ indexing uses a decimal base to index cells within a
single resolution.

Whether or not a volumetric DGGS is necessary de-
pends strongly on the intended application of the Digital
Earth system, of which there are many.
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Figure 45: MDZ indexing. (a) Indices of cells at the first resolution.
(b), (c), (d), (e) Indices of, respectively, the children of cells 0, 1, 2,
and 4.

5. Applications

The future of the Digital Earth framework and its ap-
plicability to different use cases have been the subject
of extensive discussion and anticipation [169, 170, 72,
171, 172, 173, 174, 172, 175, 176, 177]. Thus far, a
number of these insights and visions have been realized
in applications for a variety of different fields. Facili-
tating the search and visualization of media resources
stored on social networks [178], automatic quality con-
trol for 3D reconstructions [179], sharing geological
data sets through a common framework [180, 181], and
navigation and traffic simulation [182, 183, 184] are just
some of the applications for which the Digital Earth has
been employed.

Aside from these specific applications, there are a
number of general areas in which both GIS and Digi-
tal Earth systems excel and are regularly used. In the
following section, we discuss particular applications in
which Digital Earths have been extensively employed.

5.1. Environmental Applications

One of the main functions of the Digital Earth is en-
vironmental data analysis, which can be used for the
monitoring of landscape and environmental changes,
weather prediction, disaster prediction, and endangered
animal control. These tasks have traditionally posed a
challenge due to the dynamic, massive, complex, and
versatile nature of environmental data sets [70, 185,
186, 187, 188].

5.1.1. Environment Monitoring
Observing, visualizing and monitoring environmen-

tal data are difficult tasks that may be significantly sim-
plified using the common reference model provided by
a Digital Earth. Erickson, Michalak, and Lin employed
Google Earth to visualize atmospheric CO2 models and
showed that the Digital Earth can be used to familiarize
both the general public and decision makers with sci-
entific concepts that describe the Earth’s systems [189].
Climate change in particular has provided the impetus
for many works in this area, especially those that moni-
tor and visualize changes in snow, ice, and glacier data
sets [190, 191, 192, 193, 194], which have important

ramifications not only for the environment and climate
but also on the tourism and fishing industries. Addi-
tional applications include the monitoring of water qual-
ity [195, 196], cropland area estimation [197], and vi-
sualization of geochemical rock and sediment data sets
[198].

5.1.2. Disaster Prediction
An important component of climate monitoring is the

visualization and analysis of data sets relevant to model-
ing or predicting natural disasters, for which the Digital
Earth may be used as a source of data and common ref-
erence framework [199]. For instance, although model-
ing and visualizing tsunamis is generally hard, the Dig-
ital Earth has proven helpful [200, 201] due to the rel-
ative ease of visualizing and integrating different data
sets. The same can be said for earthquake visualization
[202], real-time fire alert system design [203], and fore-
casting of flash flooding [204].

5.1.3. Endangered Species Monitoring
An important consequence of environmental and cli-

mate changes are their impacts on plant and animal
species. The Digital Earth provides a simple and gen-
erally accurate means through which animal [205] and
plant [206, 207, 208] diversity and density may be mon-
itored and landscapes that are not easily accessible may
be studied [209]. Google Earth has been used in this
area to study and monitor species habitats [210, 211]
and marine life [212, 213, 214].

5.2. Health

Though not as strongly affected by environmental
changes as animals and plants, humankind continues
to be plagued by diseases throughout the globe. Us-
ing Digital Earth systems, we can integrate, visualize
and manage disease-related data sets in order to analyze
the causes and spread of diseases and their resistance
to drugs [215, 216]. Using Google Earth, a low-cost
surveillance system for Dengue fever was developed in
[217], for the spread of avian influenza (H5N1) in [218],
and for injury data collection in low income countries in
[219]. In addition, Zhang, Shi, and Zhang used Google
Maps to recognize patterns in data sets featuring epi-
demiological and geographical information [220].

5.3. Urban Design

The benefit of a hierarchical reference model in a
Digital Earth is the possibility to model geospatial data
at smaller scales than that of the entire globe, such as
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that of a city. 3D city models are digital models that fea-
ture buildings, terrains, vegetation, and other elements
of urban areas [221], the construction of which is an
area of extensive study in computer graphics [66].

Owing to the relative ease of integrating and visualiz-
ing geospatial data in a Digital Earth and its usefulness
in the distribution, access, manipulation, and presenta-
tion of massive location-based data sets [222], the Digi-
tal Earth provides a handy infrastructure for the model-
ing of 3D cities. In [223], a Digital Earth is used to visu-
alize a 3D city model in order to raise awareness of en-
ergy sources and changes in energy consumption within
an urban environment (see Figure 46), and in [224] is
used to support public participation in urban planning
projects.

Figure 46: Houses with high electricity usage are highlighted in red.
Image taken from [223].

5.4. Education
Beyond facilitating data visualization and process-

ing for particular areas of study, the Digital Earth can
also provide opportunities for educators to provide an
interactive environment for learners to understand spa-
tial, geographical, and environmental concepts [225].
An interactive 3D environment that displays the Earth
rather than a 2D map conveys a better sense of geo-
graphical information and spatial distances and better
engages students. A survey of this framework as applied
to teaching applications can be found in [226], with a
focus on Google Earth, NASA World Wind, Microsoft
Virtual Earth (succeeded by Bing Maps), and Skyline
Globe. In addition to Google Earth, other Digital Earth
software, such as PYXIS’s WorldView [227], have been
recently integrated into pedagogical practices.

There have been studies that show that using the Dig-
ital Earth in learning environments can have a signif-
icant positive impact on a student’s understanding of
spatial concepts. Thankachan and Franklin [228] stud-
ied what happened to 102 sixth grade students’ average
social studies grade when Google Earth was incorpo-
rated into the content of the class, and observed that
students with access to Google Earth obtained a bet-
ter average grade. The effectiveness of Google Earth
has been also examined in secondary school geography

lessons [229], indicating that using an interactive en-
vironment like Google Earth can provide an engaging
environment that helps students learn geographical con-
cepts. Similar results have been observed in the learning
environments of environmental science, GIS, and urban
studies [230, 231, 232, 233].

In education and the applications discussed above,
the Digital Earth has been successfully employed and
has proven its effectiveness. Hence, the possibility for
further use of Digital Earth systems in these application
areas, and those yet to be explored, is ripe for further
investigation.

6. Conclusion and Future Work

Although there exists an impressive body of work re-
lated to the Digital Earth and DGGSs, many research
questions and challenges both fundamental and practi-
cal remain unsolved. These challenges primarily con-
cern big data representation, creative visualization for
geospatial data sets, and the handling of dynamic and
unpredictable data sets such environmental data, among
others. As these challenges are addressed, the use-
fulness of the Digital Earth framework as a reference
model for the integration, analysis, and visualization of
geospatial data can only increase.

In this survey, we have provided an overview on the
construction of Digital Earths and the state-of-the-art in
the area for the benefit of interested researchers and en-
gineers. It is our hope that both the computer graphics
and GIS communities will find this survey to be both
useful and inspirational, and will pave the way for fu-
ture collaborations.
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UNION Agency, 2007.

[52] M. Schneider, M. Guthe, R. Klein, Real-time rendering of
complex vector data on 3D terrain models, in: Proc. of the 11th
International Conference on Virtual Systems and Multimedia,
2005, pp. 573–582.

[53] M. Vaaraniemi, M. Treib, R. Westermann, High-quality car-
tographic roads on high-resolution DEMs, in: Proc. of the
15th International Conference in Central Europe on Computer
Graphics, Visualization and Computer Vision, WSCG ’07,
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